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## What is clustering?


"Clustering is the task of grouping a set of objects in such a way that objects in the same group (called a cluster) are more similar (in some sense) to each other than to those in other groups (clusters)."
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## Eg: The Cancer Genome Atlas (TCGA) project.



## Eg: The Cancer Genome Atlas (TCGA) project.



- RNA sequence data from 3 types of cancer (Network et al. (2012), Network et al. (2014)).
- Head and neck squamous cell carcinoma (HNSC), lung squamous cell carcinoma (LUSC) and lung adenocarcinoma (LUAD).


## Introduction: Gaussian Mixture Models.
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## Introduction: Gaussian Mixture Models.

- If $Y \in \mathbb{R}^{d} \sim p$ and $p_{k}$ is the density of $N\left(\mu_{k}, \Sigma_{k}\right)$, then for $\mathbf{y} \in \mathbb{R}^{d}$,

$$
p(\mathbf{y} \mid \pi, \mu, \Sigma)=\sum_{k=1}^{K} \pi_{k} p_{k}\left(\mathbf{y} \mid \mu_{k}, \Sigma_{k}\right)
$$

where $\pi_{k}$ are the mixing proportions $\left(0<\pi_{k}<1, \sum_{k} \pi_{k}=1\right)$.

- Choosing $K$, requires some sort of testing or model selection.
- Natural fix: Test "Gaussian" vs "a mixture of two Gaussians" using the likelihood ratio test.
- But usual regularity conditions fail for mixture models (Ghosh and Sen (1984); McLachlan and Rathnayake (2014); Dacunha-Castelle et al. (1999)).
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\end{aligned}
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(2) Performs 2-means clustering and uses Cluster Index as the test statistic.

$$
C I=\frac{\sum_{k=1}^{2} \sum_{j \in C_{k}}\left\|X_{j}-\bar{X}^{k}\right\|^{2}}{\sum_{j=1}^{n}\left\|X_{j}-\bar{X}\right\|^{2}}
$$

$C_{k}: k^{\text {th }}$ cluster and $\bar{X}^{k}: k^{\text {th }}$ cluster mean.
(3) Computes the distribution of the Cl under $\mathrm{H}_{0}$ and the p -value.

## What does SigClust do?

## Find $C I_{\text {data }}$



Estimate $\hat{\Sigma}$

$$
Y_{1}^{(s)}, Y_{2}^{(s)}, \ldots, Y_{m}^{(s)} \sim N(0, \hat{\Sigma}), \quad s=1, \ldots, N_{s i m}
$$

$$
\text { Using }\left\{Y_{i}^{(s)}\right\} \text { find } C I_{s}, s=1, \ldots, N_{\text {sim }}
$$

$$
\text { p-value }=\frac{1}{N_{s i m}} \sum_{s=1}^{N_{\text {sim }}} I\left\{C I_{s}<C I_{\text {data }}\right\}
$$

## What does SigClust do?



Note: Considers HDLSS data and estimates the covariance matrix in high dimensions under $H_{0}$. A difficult task!
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- If $\sigma_{2}^{2}<\frac{\pi}{2} \mathbb{E}\left[X_{i 1} \mid X_{i 1}>0\right]^{2}$, then $\operatorname{Power}_{n}(a) \rightarrow 1$ as $n \rightarrow \infty$.
- If $\sigma_{2}^{2}>\frac{\pi}{2} \mathbb{E}\left[X_{i 1} \mid X_{i 1}>0\right]^{2}$, then $\lim _{n \rightarrow \infty} \operatorname{Power}_{n}(a)<1$,
where $\frac{\pi}{2} \mathbb{E}\left[X_{i 1} \mid X_{i 1}>0\right]^{2} \approx \sigma_{1}^{2}+\frac{a^{2}}{4}$ for small a.


## SigClust fails to detect clusters!

$$
X_{1}, \ldots, X_{n} \sim \frac{1}{2} N(-\mu, \Sigma)+\frac{1}{2} N(\mu, \Sigma)
$$

where $\mu=\left(\frac{a}{2}, 0, \ldots, 0\right) \in \mathbb{R}^{2}$ and $\Sigma$ is diagonal with entries $\sigma_{1}^{2}$ and $\sigma_{2}^{2}$.
If $\frac{\pi}{2} \mathbb{E}\left[X_{i 1} \mid X_{i 1}>0\right]^{2}<\sigma_{2}^{2}$, k -means optimal split, splits horizontally!
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- Randomly split data into $D_{1}$ (Estimating) and $D_{2}$ (Testing).
- Using $D_{1}$, fit a Normal $\hat{p}_{1}$ and a mixture of two Normals $\hat{p}_{2}$.
- $\Gamma=K\left(p, \hat{p}_{1}\right)-K\left(p, \hat{p}_{2}\right)$, where $K$ is the Kullback-Leibler distance and $p$ is the true density.
- We test, conditional on $D_{1}$, using $D_{2}$

$$
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## Relative Information Fit Test (RIFT): How it works!

Split Data


## Relative Information Fit Test (RIFT): How it works!

Split Data


## Relative Information Fit Test (RIFT): How it works!

## Split Data



## Relative Information Fit Test (RIFT): How it works!




Relative Information Fit Test (RIFT): How it works!


Relative Information Fit Test (RIFT): How it works!


Conditioned on $D_{1}, H_{0}: \Gamma \leq 0$ versus $H_{1}: \Gamma>0$.

Relative Information Fit Test (RIFT): How it works!
$\hat{p}_{1}, \hat{p}_{2}$
D1


$$
\hat{\Gamma}=\frac{1}{n} \sum_{i \in D_{2}} R_{i}, R_{i}=\log \left(\frac{\hat{\rho}_{2}\left(X_{i}\right)}{\hat{\rho}_{1}\left(X_{i}\right)}\right)
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$$
\hat{\Gamma}=\frac{1}{n} \sum_{i \in D_{2}} R_{i}, \quad R_{i}=\log \left(\frac{\hat{p}_{2}\left(X_{i}\right)}{\hat{p}_{1}\left(X_{i}\right)}\right)
$$
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Conditioned on $D_{1}, H_{0}: \Gamma \leq 0$ versus $H_{1}: \Gamma>0$.

$$
\sqrt{n}(\hat{\Gamma}-\Gamma) \rightsquigarrow N\left(0, \tau^{2}\right) \Longrightarrow \text { Reject } H_{0} \text { if } \hat{\Gamma}>\frac{z_{\alpha} \hat{\tau}}{\sqrt{n}}
$$
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## Theorem 2

Assume each $\hat{\mu}_{i} \in \mathcal{A}$, a compact set and the eigenvalues of $\hat{\Sigma}_{i} \in\left[c_{1}, c_{2}\right]$. Let $Z \sim N\left(0, \tau^{2}\right)$ where $\tau^{2}=\mathbb{E}\left[\left(\tilde{R}_{i}-\Gamma\right)^{2} \mid \mathcal{D}_{1}\right]$. Then, under $H_{0}$

$$
\begin{equation*}
\sup _{t}\left|P\left(\sqrt{n}(\hat{\Gamma}-\Gamma) \leq t \mid \mathcal{D}_{1}\right)-P(Z \leq t)\right| \leq \frac{C}{\sqrt{n}} \tag{1}
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$$

where $C$ is a constant that does not depend on $\mathcal{D}_{1}$.

## Power of RIFT converges to 1

Power converges to 1 !
$\mathcal{P}_{1}$ : Normals, $\mathcal{P}_{2}$ : mixtures of two Normals.
Lemma 3
Suppose that $p \in \mathcal{P}_{2}-\mathcal{P}_{1}$. Then $P\left(\hat{\Gamma}>z_{\alpha} \hat{\tau} / \sqrt{n}\right) \rightarrow 1$ as $n \rightarrow \infty$.
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Earlier:

$$
H_{0}: K\left(p, \hat{p}_{1}\right)-K\left(p, \hat{p}_{2}\right) \leq 0 \quad \text { vs } \quad H_{1}: K\left(p, \hat{p}_{1}\right)-K\left(p, \hat{p}_{2}\right)>0 .
$$

Now:

$$
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Constrain $\hat{p}_{2}$ s.t. $K\left(p, \hat{p}_{2}\right)>\Delta \forall p \in \mathcal{P}_{1}$, where $\Delta>0$ small constant (Ghosh and Sen (1984) separation idea).

## Theorem 4

If $p \in \mathcal{P}_{1}$ then $P\left(\hat{\Gamma}>z_{\alpha} \hat{\tau} / \sqrt{n}\right)=\alpha+o(1)$.
Note: Simpler test compared to existing tests. Eg: Gassiat (2002) Gassiat (2002), Dacunha-Castelle et al. (1999) Dacunha-Castelle et al. (1999), Chen (2017) Chen (2017), ...

## RIFT works in the previous example

$$
x_{1}, \ldots, x_{n} \sim \frac{1}{2} N(-\mu, \Sigma)+\frac{1}{2} N(\mu, \Sigma),
$$

where $\mu=\left(\frac{a}{2}, 0, \ldots, 0\right) \in \mathbb{R}^{d}$.
$\frac{\pi}{2} \mathbb{E}\left[X_{i 1} \mid X_{i 1}>0\right]^{2}<\sigma_{2}^{2}, d=2$.
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## Median RIFT (M-RIFT): A more robust test.

- $\Gamma=\mathbb{E}_{p}[R]$, where $R=\log \hat{p}_{2}(X) / \hat{p}_{1}(X)$.
- Robustified version: $\tilde{\Gamma}=\operatorname{Median}_{p}[R]$, where $R=\log \hat{p}_{2}(X) / \hat{p}_{1}(X)$.
- Sample median of $R_{1}, \ldots, R_{n}$ is a consistent estimator, where $R_{i}=\log \hat{p}_{2}\left(X_{i}\right) / \hat{p}_{1}\left(X_{i}\right)$.
- Test $H_{0}: \tilde{\Gamma} \leq 0$ versus $H_{1}: \tilde{\Gamma}>0$ using the sign test.
- Replace KL distance with its median version. Gives an exact test
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## Comparisions for 2 Normals

$$
X_{1}, \ldots, X_{n} \sim 0.5 N\left(\mu, I_{d}\right)+0.5 N\left(-\mu, I_{d}\right) \text { where } \mu=(a, 0, \ldots, 0)
$$

RIFTs perform better than SigClust.
Clustering Techniques with distance between means varying


Method<br>- M-RIFT<br>- Mardia's Kurtosis<br>- RIFT<br>- SigClust<br>- Zhou's NN<br>- Zhou's NN (KS)

Distance between the clusters

## 4 Normals: Hierarchical SigClust and RIFT

- $X_{1}, \ldots, X_{n} \sim 4$ Normals at vertices of a regular tetrahedron with side $\delta=5$ in $\mathbb{R}^{3}$.
- 50 samples from each. 100 simulations. $\alpha=0.05$.



## TCGA project: Multi-Cancer Gene Expression Dataset

- RNA sequence data from 3 types of cancer (Network et al. (2012), Network et al. (2014)).
- Head and neck squamous cell carcinoma (HNSC), lung squamous cell carcinoma (LUSC) and lung adenocarcinoma (LUAD).
- 300 samples: 100 from each of HNSC, LUSC and LUAD.



## TCGA project: Multi-Cancer Gene Expression Dataset

(1) RIFTs: 3 clusters.
(2) SigClust: 9 clusters.
(3) AIC: $12, \mathrm{BIC}: 8$.
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$$
\hat{p}_{2} \text { vs } \hat{p}_{3}, \hat{p}_{4}, \ldots, \hat{p}_{K_{n}}
$$



## Hierarchical RIFT (H-RIFT) vs Sequential RIFT (S-RIFT)



## Hierarchical RIFT (H-RIFT) vs Sequential RIFT (S-RIFT)



## Validity of S-RIFT

Unlike AIC or BIC, provides a valid, asymptotic, type I error control.

Lemma 5
Under $\mathrm{H}_{0} \mathrm{j}$,

$$
\limsup _{n \rightarrow \infty} P\left(\text { rejecting } H_{0 j}\right) \leq \alpha
$$

Note: Can be used with $L_{2}$ distance or Median version of KL distance.

## 4 Normals: Comparing S-RIFT to AIC and BIC

- $X_{1}, \ldots, X_{n} \sim 4$ Normals at vertices of a regular tetrahedron with side $\delta=6$ in $\mathbb{R}^{10}$.
- 100 samples from each. 100 simulations. $\alpha=0.05$.
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## Summary

- RIFTs - simple and easy tests to detect significant clusters.
- It can be applied both hierarchically and sequentially, while asymptotically controlling for type I error.
- For very close clusters or if variance in other directions is higher RIFTs perform better than SigClust.
- HDLSS - SigClust performs better.
- In a hierarchical setting, RIFTs perform better.
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## Future Work - Timeline

(1) Spring 2019

- Apply the Ghosh-Sen separation idea in practice.
- Analyze performance of hierarchical RIFTs theoretically.
- Study why S-RIFT with $L_{2}$ distance performs poorly.
(2) Summer 2019
- Improve the performance of RIFTs in higher dimensions.
- Explore power of RIFT for higher dimensions $(d \rightarrow \infty)$.
- Find the minimax testing rate.
(3) Fall 2019
- Work on an anomaly detection algorithm for CERN with Mikael Kuusela.
- Writing Thesis.
- Job applications.
(2) Spring 2020
- Defend.
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## Thank you!



## Asymptotic Normality

- Replace $R_{i} \rightarrow \tilde{R}_{i}=R_{i}+\delta Z_{i}, Z_{1}, \ldots, Z_{n} \sim N(0,1), \delta=10^{-5}$ (say).
- Let $\hat{p}_{1}=N\left(\hat{\mu}_{0}, \hat{\Sigma}_{0}\right)$ and $\hat{p}_{2}=\hat{\alpha} N\left(\hat{\mu}_{1}, \hat{\Sigma}_{1}\right)+(1-\hat{\alpha}) N\left(\hat{\mu}_{2}, \hat{\Sigma}_{2}\right)$.


## Theorem 6

Assume each $\hat{\mu}_{i} \in \mathcal{A}$, a compact set and the eigenvalues of $\hat{\Sigma}_{i} \in\left[c_{1}, c_{2}\right]$. Let $Z \sim N\left(0, \tau^{2}\right)$ where $\tau^{2}=\mathbb{E}\left[\left(\tilde{R}_{i}-\Gamma\right)^{2} \mid \mathcal{D}_{1}\right]$. Then, under $H_{0}$

$$
\begin{equation*}
\sup _{t}\left|P\left(\sqrt{n}(\hat{\Gamma}-\Gamma) \leq t \mid \mathcal{D}_{1}\right)-P(Z \leq t)\right| \leq \frac{C}{\sqrt{n}} \tag{2}
\end{equation*}
$$

where $C=\frac{C_{0}}{\delta^{3}}\left[8 C_{1}^{3}+\delta\left(12 C_{1}^{2} \sqrt{\frac{2}{\pi}}+6 C_{1} \delta+2 \sqrt{\frac{2}{\pi}} \delta^{2}\right)\right], C_{0}=33 / 4$ and
$C_{1}$ is a constant.
Since $C$ does not depend on $\mathcal{D}_{1}$ we also have,

$$
\begin{equation*}
\sup _{t}|P(\sqrt{n}(\hat{\Gamma}-\Gamma) \leq t)-P(Z \leq t)| \leq \frac{C}{\sqrt{n}} \tag{3}
\end{equation*}
$$

## TCGA project: Multi-Cancer Gene Expression Dataset

(1) RIFTs: 3 clusters.
(2) SigClust: 9 clusters.
(3) $\mathrm{AIC}: 12, \mathrm{BIC}: 8$.


| True | RIFTs' Classes |  |  | True | SigClust's $1^{\text {st }} 3$ Classes |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | HNSC | LUSC | LUAD |  | HNSC | LUSC | LUAD |
| HNSC | 79 | 21 | 0 | HNSC | 90 | 10 | 0 |
| LUSC | 7 | 70 | 23 | LUSC | 4 | 74 | 22 |
| LUAD | 0 | 1 | 99 | LUAD | 0 | 1 | 99 |

## Sequential RIFT (S-RIFT)

- Using $\mathcal{D}_{1}$, fit a mixture of $k$ Normals for $k=1,2, \ldots, K_{n}, K_{n}=\sqrt{n}$ (say).
- Using $\mathcal{D}_{2}$, for $j=1,2, \ldots$, we test

$$
\begin{gathered}
H_{0 j}:=K\left(p, \hat{p}_{j}\right)-K\left(p, \hat{p}_{s}\right) \leq 0 \quad \text { for all } s>j \text { versus } \\
H_{1 j}:=K\left(p, \hat{p}_{j}\right)-K\left(p, \hat{p}_{s}\right)>0 \quad \text { for some } s>j .
\end{gathered}
$$

- Reject $H_{0 j}$ if

$$
\max _{s} \hat{\Gamma}_{j s}>\frac{z_{\alpha / m_{j}} \hat{\tau}_{j s}}{\sqrt{n}}
$$

$m_{j}=K_{n}-j, \hat{\Gamma}_{j s}=\frac{1}{n} \sum_{i \in \mathcal{D}_{2}} R_{i}, R_{i}=\log \left(\frac{\hat{p}_{s}\left(X_{i}\right)}{\hat{p}_{j}\left(X_{i}\right)}\right)$ and $\hat{\tau}_{j s}^{2}=\frac{1}{n} \sum_{i \in \mathcal{D}_{2}}\left(R_{i}-\bar{R}\right)^{2}$.

- $\hat{k}$ is the first value of $j$ for which $H_{0 j}$ is not rejected. $\hat{p}_{\hat{k}}$ defines the clusters.


## Same location, changing proportion.

$$
X_{1}, \ldots, X_{n} \sim \pi N\left(\mathbf{0}, I_{d}\right)+(1-\pi) N\left(\mathbf{0}, 5 I_{d}\right)
$$

Mardia's Kurtosis performs the best! M-RIFT has low power when $\pi<5$.
Clustering Techniques with proportion varying


